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1 - Towards biological deep learning?
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The credit assignment problem

Source: https://simons.berkeley.edu/sites/default/files/docs/9574/backpropagationanddeeplearninginthebrain-timothylillicrap.pdf
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Backpropagation is not biologically plausible
Backpropagation solves the credit assignment
problem by transmitting the error gradient
backwards through the weights (  synapses).

But information only goes in one direction in the
brain: from the presynaptic neuron to the
postsynaptic one.

A synapse does know not the weight of other
synapses and cannot transmit anything backwards.

∼

ΔW  =0 η (t − y) × W  ×1 xT

Source:
https://simons.berkeley.edu/sites/default/files/docs/9574/backpropagationanddeeplearninginthebrain-
timothylillicrap.pdf
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Feedback alignment
An alternative mechanism consists of backpropagating
the error through another set of feedback weights.

Feedback connections are ubiquitous in the brain,
especially in the neocortex.

The feedback weights do not need to learn: they can stay
random.

The mechanism only works for small networks on
MNIST until now.

Lillicrap et al. (2016). Random synaptic feedback weights support error backpropagation for deep learning. Nat Commun 7, 1–10. doi:10.1038/ncomms13276. 5 / 18



Predictive coding
Another alternative is predictive coding (Rao and
Ballard, 1999), where the role of each layer is to
predict the activity of the previous layer by learning
a predictive model and computing a prediction
error.

The brain does not process its sensory inputs in a
purely feedforward manner, it compares it to its
own predictions or expectations: you perceive only
what you cannot predict.

In a hierarchical predictive network, each layer is
composed of error and prediction neurons.

All learning rules are local, no need for
backpropagation. Problem: very slow…

Source: https://doi.org/10.1038/s41593-018-0200-7

Rao & Ballard (1999). Predictive coding in the visual cortex: A functional interpretation of some extra-classical receptive-field effects. Nature Neuroscience, 2(1) doi:10.1038/4580 6 / 18
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Active inference
More generally, one can understand brain behavior
as:

1. learning a generative model of the world,
i.e. predicting what is going to happen next.

2. minimizing the surprise / uncertainty, i.e. acting in
order to improve the model and reach desirable
outcomes (rewards).

Active inference proposes that the brain minimizes
its free energy through action selection, perception
and learning:

Although active inference is mostly a framework about Bayesian statistics and neuroscience, deep neural
network implementations (using predictive coding networks) start to appear, paving the way for the next-
gen AI.

F = D  [p(x)∣∣q(x)] +KL H[q(x)]

Source: https://www.frontiersin.org/articles/10.3389/frobt.2018.00021

7 / 18

https://www.frontiersin.org/articles/10.3389/frobt.2018.00021


Deep learning architectures are way too simple and unidirectional
Deep learning architectures are mostly
unidirectional, from the input to the output, without
feedback connections.

The brain is totally differently organized: a big
“mess” of interconnected areas processing
everything in parallel.

The figure on the left is only for vision, and only for
the cerebral cortex: the thalamus, basal ganglia,
hippocampus, cerebellum, etc, create additional
shortcuts.

Is the complex structure of the brain just a side
effect of evolution, or is it the only possible
solution?

Inductive bias: the choice of the architecture
constrains the functions it can perform / learn.

Felleman, D. J., and Van Essen, D. C. (1991). Distributed hierarchical processing in the primate cerebral cortex. Cereb. Cortex 1, 1–47. doi:10.1093/cercor/1.1.1. 8 / 18



2 - Neural dynamics
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Biological neurons have dynamics
The artificial neuron has no dynamics, it is a simple mathematical function:

If you do not change the inputs to an artificial neuron, its output won’t change.

Time does not exist, even in a LSTM: the only temporal variable is the frequency at which inputs are set.
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Biological neurons have dynamics
Biological neurons have dynamics:

They adapt their firing rate to constant inputs.

They continue firing after an input disappears.

They fire even in the absence of inputs (tonic firing).

These dynamics are essential to information processing in recurrent populations. 
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Reservoir computing
The concept of Reservoir Computing (RC) was developed simultaneously by two researchers at the
beginning of the 2000s.

Herbert Jaeger (Bremen) introduced echo-state networks (ESN) using rate-coded neurons.

Wolfgang Maass (TU Graz) introduced liquid state machines (LSM) using spiking neurons.

Jaeger, H. (2001). The “echo state” approach to analysing and training recurrent neural networks. Technical Report.

Maass, W., Natschläger, T., and Markram, H. (2002). Real-time computing without stable states: a new framework for neural computation based on
perturbations. Neural computation 14, 2531–60. doi:10.1162/089976602760407955.
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3 - Self-organization
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Self-organization

There are two complementary approaches to unsupervised learning:

the statistical approach, which tries to extract the most relevant information from the distribution of
unlabeled data (autoencoders, etc).

self-organization, which tries to understand the principles of organization of natural systems and use
them to create efficient algorithms.

Self-organization is a generic process relying on four basic principles: locality of computations, learning,
competition and cooperation.
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Self-organization
Self-organization is observed in a wide range of natural processes:

Physics: formation of crystals, star formation, chemical reactions…

Biology: folding of proteins, social insects, flocking behavior, brain functioning, Gaia hypothesis…

Social science: critical mass, group thinking, herd behavior…  
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Self-organization : locality of computations and learning
Not self-organized: Self-organized:

A self-organizing system is composed of elementary units (particles, cells, neurons, organs, individuals…)
which all perform similar deterministic functions (rule of behavior) on a small part of the available
information.

There is no central supervisor or coordinator that knows everything and tells each unit what to do:

they have their own rule of behavior and apply it to the information they receive.

The units are able to adapt their behavior to the available information: principle of localized learning.

There is no explicit loss function specifying what the system should do: emergence.
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Example: Conway’s game of life.
The rules of Conway’s Game of Life (1970) are
extremely simple:

A cell is either dead or alive.

A living cell with less than 1 neighbor dies.

A living cell with more than 4 neighbors dies.

A dead cell with 3 neighbors relives.

Despite this simplicity, GoL can exhibit very complex patterns (fractals, spaceships, pulsars).

The GoL is an example of self-organizing cellular automata.

Source: https://www.jakubkonka.com/2015/03/15/game-of-life.html

https://en.wikipedia.org/wiki/Conway%27s_Game_of_Life 17 / 18
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Key differences between deep networks and the brain
Bio-inspired AI has to tackle many challenges.

No backpropagation in the brain, at least in its
current form.

Information processing is local to each neuron and
synapse.

Complex recurrent architecture (feedback
connections).

Neurons have non-linear dynamics, especially as
populations (edge of chaos).

Emergence of functions: the whole is more than
the sum of its parts

Self-organization. There is no explicit loss function
to minimize: the only task of the brain is to ensure
survival of the organism (homeostasis).

Embodiment: the brain is part of a body.

Source: https://www.wsj.com/articles/should-artificial-intelligence-copy-
the-human-brain-1533355265

18 / 18

https://www.wsj.com/articles/should-artificial-intelligence-copy-the-human-brain-1533355265

